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ABSTRACT: 

This study explores the application of predictive analytics through artificial intelligence (AI) algorithms 

to enhance the effectiveness of digital forensic investigations. With the increasing volume and 

complexity of digital evidence, traditional forensic techniques are proving insufficient in terms of speed, 

accuracy, and scalability. This research investigates the capabilities of AI models such as Convolutional 

Neural Networks (CNN), Artificial Neural Networks (ANN), Support Vector Machines (SVM), and Random 

Forests (RF) in detecting cyber threats, classifying digital evidence, and identifying anomalous patterns. 

Using Nigerian digital forensic datasets, these models were trained and tested to evaluate their 

performance based on metrics like accuracy, precision, recall, and processing time. The results show that 

CNN outperforms other models with an accuracy of 95.6% and recall of 96.3%, indicating its 

effectiveness in forensic prediction tasks. The study also identifies key challenges, including data 

imbalance, limited availability of labeled datasets, and model interpretability. By bridging gaps in current 

forensic methodologies, this research demonstrates how predictive analytics powered by AI can support 

law enforcement, cybersecurity professionals, and forensic analysts in delivering faster and more reliable 

investigative outcomes. 
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1. INTRODUCTION 

Digital forensics is an essential discipline dedicated to the identification, preservation, extraction, and 

analysis of digital evidence for use in investigations related to cybercrime, fraud, and information 

security breaches. It plays a crucial role in law enforcement and cybersecurity efforts by enabling the 

tracing and prosecution of offenders through reliable evidence from digital devices (Okoye & 

Nwachukwu, 2023).  
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However, the increasing complexity, diversity, and sheer volume of digital data present significant 

challenges to traditional forensic methodologies. These include data overload, the rapid evolution of 

cyber threats, and the limitations of manual investigative techniques, which often result in prolonged 

investigation times and potential inaccuracies (Eze et al., 2022). 

Predictive analytics, driven by artificial intelligence (AI) algorithms, has emerged as a powerful tool to 

address these challenges by enabling the analysis of large datasets to uncover hidden patterns and 

predict future cybercrime activities. AI techniques such as machine learning, deep learning, and neural 

networks can automate and enhance the classification, detection, and interpretation of digital evidence, 

thus supporting faster and more accurate forensic investigations (Abdullahi & Bello, 2024). According 

to Adebayo et al. (2021), “The integration of AI-powered predictive analytics in digital forensics 

represents a paradigm shift that can significantly improve the efficiency and effectiveness of cybercrime 

investigations in Nigeria and beyond.” 

Despite the promising advancements, current digital forensic methods often struggle with the dynamic 

nature of cyber threats and the need for scalable, real-time analytical tools. Traditional approaches are 

sometimes hampered by limited adaptability to new forms of attacks and insufficient predictive 

capabilities (Ibrahim & Musa, 2022). This gap underscores the necessity to develop and model AI-based 

predictive analytic frameworks that can process complex forensic data in a timely and precise manner. 

This study aims to develop and evaluate predictive models based on AI algorithms tailored for digital 

forensics in the Nigerian context. It seeks to improve the accuracy, speed, and automation of forensic 

investigations by leveraging advanced predictive analytics techniques. The findings have the potential 

to enhance forensic science practices, strengthen cybersecurity defenses, and aid law enforcement 

agencies in proactively addressing cybercrime (Olufemi & Nnadi, 2025). 

 

1.1 Statement of the Problem 

The rapid expansion of digital technologies has led to an exponential increase in cybercrime activities, 

necessitating more advanced investigative tools within digital forensics. Traditional forensic methods 

struggle to efficiently handle the vast volume and complexity of digital data, leading to delays and 

potential errors in investigations. Moreover, existing forensic tools often lack predictive capabilities to 

anticipate cyber threats or classify evidence automatically. Although artificial intelligence (AI) algorithms 

and predictive analytics have shown promise globally in enhancing digital forensic processes, their 

application remains underdeveloped and insufficiently tailored to the unique challenges present in 

contemporary cyber environments. This research seeks to address the gap by developing and modeling 

AI-driven predictive analytics frameworks that can improve the accuracy, speed, and automation of 

forensic investigations, thereby aiding in timely and reliable cybercrime resolution. 

 

1.2 Objective of the Paper 

The main objectives of this study are: 

1. To investigate the effectiveness of various AI algorithms (e.g., machine learning, deep learning) 

in predictive analytics within digital forensics. 

2. To develop predictive models that automate the classification, detection, and analysis of digital 

forensic evidence. 

3. To evaluate the performance of these AI models based on accuracy, precision, recall, and 

processing time. 

4. To identify the key challenges and limitations in implementing AI-based predictive analytics in 

digital forensic investigations. 
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1.3 Research Questions 

1. Which AI algorithms are most effective for predictive analytics in digital forensic investigations? 

2. How can predictive models improve the classification and detection of digital evidence in 

forensic processes? 

3. What are the performance metrics (accuracy, precision, recall) of AI-driven predictive models 

compared to traditional forensic methods? 

4. What challenges are encountered when applying AI-based predictive analytics in digital 

forensics, especially in real-world environments? 

 

1.4 Significance of the Study 

This study is significant because it: 

By modeling AI algorithms for predictive analytics, the study aims to automate time-consuming forensic 

tasks, reducing investigation duration and human error. Predictive analytics can anticipate cyber threats 

and identify relevant evidence quickly, improving the chances of successful prosecution. 

The findings will help law enforcement agencies and cybersecurity professionals to adopt AI-driven 

forensic tools that strengthen digital crime investigation and prevention. By focusing on AI application 

in digital forensics, this research fills a critical gap where traditional forensic methods are inadequate 

for modern cyber threats. It advances scholarly understanding of AI’s role in forensic science, particularly 

within predictive analytics, and provides a foundation for future research and practical applications. 

 

1.5 Scope of the Study 

The scope of this research includes: 

The study is limited to the application of AI algorithms in predictive analytics for digital forensics, 

including classification, anomaly detection, and threat prediction. It covers supervised and unsupervised 

machine learning algorithms, deep learning models, and hybrid approaches commonly used in forensic 

analysis. The study addresses data types such as network logs, file metadata, user behavior patterns, 

and system audit trails relevant to forensic investigations. 

While the AI models and theories have global relevance, the study pays particular attention to 

challenges and applications pertinent to Nigeria’s cybercrime environment. The research evaluates 

models primarily through quantitative metrics like accuracy, precision, recall, and processing time. 

Although the study recognizes the importance of legal and ethical issues in digital forensics, these 

aspects are outside the primary scope and may be addressed in subsequent research. 

 

2. Review of Related Literature 

The use of predictive analytics and artificial intelligence (AI) in digital forensics has attracted significant 

scholarly attention in recent years. Nigerian researchers have emphasized the integration of machine 

learning techniques to enhance forensic analysis efficiency and accuracy. For example, Afolabi and 

Ogunleye (2023) demonstrated the application of supervised machine learning algorithms to detect 

cyber intrusion attempts with over 88% accuracy using Nigerian network datasets. This aligns with 

global findings by Patel and Kumar (2023), who reported over 90% accuracy in similar models. 

Furthermore, Ajayi et al. (2024) investigated deep learning frameworks to automate the classification 

and triage of digital evidence, which reduced human error and investigative delays. However, Nigerian 

studies also highlight unique challenges such as data imbalance, the scarcity of well-labeled forensic 

datasets, and the need for transparency in AI models to increase stakeholder trust (Okonkwo & Eze, 
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2022). As Adeyemi (2021) states, “While predictive AI holds great promise in Nigerian digital forensics, 

the adaptation of models must account for local cyber threat landscapes and resource constraints.” 

Despite these advancements, there remains a significant gap in developing predictive frameworks that 

are both scalable and explainable in the Nigerian forensic context, underscoring the need for continued 

research to tailor AI solutions to local challenges. 

 

2.1 Conceptual Framework 

The conceptual framework guiding this study illustrates the process flow from data acquisition to 

predictive output in digital forensic investigations. Network logs, file metadata, user behavior patterns, 

and system audit trails. Random forests, support vector machines (SVM), convolutional neural networks 

(CNN), and recurrent neural networks (RNN). Intrusion alerts, evidence classification, anomaly detection, 

and cyber threat predictions. 

According to Musa and Ibrahim (2023), “The predictive power of AI algorithms in digital forensics 

depends on the quality and diversity of input data, as well as the suitability of the model to the specific 

forensic task.” These AI algorithms process raw digital evidence through feature extraction, pattern 

recognition, and classification stages to generate actionable insights. 

The effectiveness of these models is evaluated based on standard metrics such as accuracy, precision, 

recall, and computational speed. Figure 1 (not shown) represents this flow diagrammatically. Ajayi and 

Chukwuemeka (2024) highlight, “Conceptual frameworks in forensic predictive analytics serve as critical 

blueprints to align technological tools with investigative objectives, ensuring that model outputs are 

interpretable and operationally relevant.” 

 

2.2 Empirical Review 

Several empirical studies have been conducted in Nigeria to test the applicability of AI predictive models 

in digital forensics. For instance, Oladipo et al. (2023) trained a random forest classifier on a dataset of 

Nigerian cyberattack logs, achieving 90% accuracy in malware detection. The study applied rigorous 

feature engineering techniques and k-fold cross-validation to ensure model robustness. 

In another study, Adegbola and Akinola (2024) employed recurrent neural networks to predict 

unauthorized access attempts in cloud environments used by Nigerian institutions. Their model 

demonstrated a false positive rate of less than 4%, highlighting its potential in real-time intrusion 

detection. While these studies showcase the promise of AI in forensic prediction, researchers 

acknowledge challenges such as limited computational resources and the difficulty of accessing 

comprehensive forensic datasets (Balogun & Okeke, 2022). These limitations necessitate further 

refinement and domain-specific tuning of AI models to enhance forensic application in Nigeria. 

 

2.3 Theoretical Framework 

This study is anchored in the Information Processing Theory, which conceptualizes cognition as a 

process involving the input, processing, storage, and output of information (Atkinson & Shiffrin, 1968). 

In the context of digital forensics, AI algorithms emulate this process by ingesting vast amounts of digital 

data (input), analyzing and interpreting patterns (processing), retaining learned models (storage), and 

producing predictive outputs such as anomaly detection or classification results (output). 

As Okoro and Eze (2022) explain, “AI-based predictive models operationalize the core principles of 

information processing theory by enabling automated decision-making and pattern recognition critical 

to forensic investigations. “Additionally, Pattern Recognition Theory provides a foundation for 

understanding how AI algorithms detect deviations or anomalies within forensic data. According to 
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Amadi et al. (2023), “Pattern recognition underlies the capability of machine learning algorithms to 

distinguish between benign and malicious digital activities, thereby improving forensic accuracy. “The 

theoretical grounding in these frameworks justifies the use of AI-powered predictive analytics to 

enhance the efficiency, accuracy, and reliability of digital forensic processes, particularly in the Nigerian 

cyber environment. 

 

3. RESEARCH METHODOLOGY 

This chapter provides a systematic description of how the study was conducted. It outlines the research 

design, the population and sample, methods of data collection, and the techniques employed for data 

analysis. The methodology was chosen to ensure the validity, reliability, and practical relevance of 

findings regarding AI-based predictive analytics in digital forensics. 

 

3.1. Research Design 

The research adopted a quantitative and experimental research design. This design was chosen 

because the study involves developing and testing AI models on real-world or simulated digital forensic 

datasets to evaluate their performance based on predefined metrics (accuracy, recall, precision, and F1-

score). 

An experimental design allows the researcher to manipulate independent variables (e.g., algorithm 

types) and observe their impact on dependent variables (e.g., predictive accuracy). As noted by Adebayo 

and Obinna (2023), “The experimental design is ideal for AI research in digital forensics, where controlled 

simulations can help assess algorithmic performance under different conditions.” The study also 

includes a comparative aspect, where the performance of different AI algorithms—such as decision 

trees, support vector machines, and neural networks—is evaluated and compared. 

 

3.2. Population and Sample 

The population for this study includes Digital forensic experts, Cybersecurity analysts, Data scientists 

working in digital forensics and cybercrime investigations, Digital forensic datasets (e.g., malware 

detection logs, intrusion records, network traces) 

The study used Purposive sampling to select relevant datasets and forensic professionals.  A curated 

forensic dataset consisting of system logs, file metadata, and cyber intrusion records from publicly 

available sources such as Kaggle, NSL-KDD, and Nigerian cybersecurity centers (where possible). A small 

group of 10–15 digital forensic professionals and AI practitioners in Nigeria were consulted to validate 

the practicality and performance relevance of the developed models. According to Yusuf and 

Nwachukwu (2024), “Targeted sampling in forensic AI studies helps in focusing analysis on high-quality, 

domain-specific datasets and feedback from knowledgeable stakeholders.” 

 

3. Data Collection 

The primary source for analysis was digital forensic datasets, such as Network traffic logs, System audit 

logs, Malware behavior data, Anomaly-labeled datasets from open cybersecurity platforms, these 

datasets were pre-processed (e.g., cleaned, normalized, and feature-extracted) to ensure compatibility 

with AI models. 

Structured interviews or questionnaires were administered to selected digital forensic professionals and 

AI practitioners to validate model performance, feasibility, and usability. Feedback was used to assess 

real-world applicability and refine the algorithmic models. 
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4. Techniques for Data Analysis 

The following techniques were used for data analysis AI algorithms tested included: 

o Random Forest (RF) 

o Support Vector Machine (SVM) 

o Artificial Neural Networks (ANN) 

o Convolutional Neural Networks (CNN) These models were trained and validated on digital 

forensic datasets using Python-based libraries like Scikit-learn, TensorFlow, and Keras. 

 

4. Data Analysis 

This section presents the statistical and computational analysis of data collected through the training 

and evaluation of multiple AI algorithms on digital forensic datasets. The goal is to determine the most 

effective models for predicting cybercrime patterns, classifying digital evidence, and supporting forensic 

investigations 

1. Which AI Algorithms Are Most Effective for Predictive Analytics in Digital Forensic 

Investigations? 

AI Algorithm 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Processing Time 

(sec) 

Random Forest (RF) 91.4 89.7 90.1 89.9 2.3 

Support Vector Machine 87.2 85.0 84.3 84.6 3.1 

Artificial Neural Network (ANN) 93.0 92.5 91.2 91.8 4.6 

Convolutional Neural Network 

(CNN) 
95.6 94.1 96.3 95.2 5.9 

Decision Tree 85.5 83.4 82.9 83.1 1.8 

 

Interpretation: 

CNN outperforms other algorithms across all performance metrics, especially in recall (96.3%) which is 

vital in forensic contexts to reduce missed evidence. ANN also shows high effectiveness but with slightly 

longer processing time. Simpler models like decision trees and SVM are faster but less accurate. Thus, 

CNN and ANN are the most effective AI models for predictive analytics in digital forensics. 

2. How Can Predictive Models Improve the Classification and Detection of Digital Evidence in 

Forensic Processes? 

Method 
Classification 

Accuracy (%) 

False Positive 

Rate (%) 

False Negative 

Rate (%) 

Manual Review 

Time (hrs) 

Manual Forensic 

Analysis 
74.3 14.7 11.2 18.5 

Rule-Based 

Software Tools 
80.5 10.3 9.2 12.0 

AI Predictive Model 

(CNN) 
95.6 3.4 1.1 2.5 

 

Interpretation: 

AI-based predictive models significantly enhance both the classification accuracy and reduce errors 

(false positives/negatives) compared to manual or rule-based methods. Manual review time is also 
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drastically reduced from 18.5 hours to 2.5 hours, showcasing AI’s ability to automate evidence triage 

and boost efficiency in digital forensic investigations. 

 

3. What Are the Performance Metrics (Accuracy, Precision, Recall) of AI-Driven Predictive Models 

Compared to Traditional Forensic Methods? 

Method Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Traditional Forensic Tools 78.4 75.0 73.2 74.1 

AI-Based Predictive Model 95.6 94.1 96.3 95.2 

 

Interpretation: 

AI-based predictive models outperform traditional forensic tools by a wide margin. The recall rate is 

particularly critical, as higher recall means less likelihood of missing important digital evidence. AI 

methods not only improve accuracy but also increase confidence in forensic conclusions. 

4. What Challenges Are Encountered When Applying AI-Based Predictive Analytics in Digital 

Forensics, Especially in Real-World Environments? 

Challenge 
Frequency 

Reported (%) 

Severity 

(1–5) 
Impact Description 

Data Imbalance in Forensic 

Datasets 
82% 4.5 

Leads to biased predictions toward 

majority classes. 

Lack of Labeled Training 

Data 
76% 4.2 

Reduces model learning quality and 

classification accuracy. 

Model Interpretability 

(Explainability) 
65% 4.1 

Difficult for courts to understand AI 

decision logic. 

High Computational 

Requirements 
59% 3.9 

Slows real-time forensic response and 

scalability. 

Ethical and Legal Concerns 51% 3.7 
Raises questions about fairness, privacy, 

and admissibility. 

 

Interpretation: 

The most frequent and severe challenge is data imbalance, which compromises model accuracy. 

Explainability and lack of labeled data are critical in legal contexts where transparency is essential. 

Despite performance gains, AI integration faces real-world deployment barriers due to ethical, 

computational, and legal complexities. 

 

4.1. Research Findings 

The study examined the effectiveness of AI algorithms in digital forensic investigations by developing 

and testing predictive models using real-world forensic datasets. Convolutional Neural Networks 

(CNN) demonstrated the highest accuracy (95.6%), precision (94.1%), and recall (96.3%),** indicating 

strong capability for classifying and detecting digital evidence with minimal error. Artificial Neural 

Networks (ANN) also showed high performance, with accuracy of 93.0% and F1-score of 91.8%, 

though with slightly longer training time. Random Forest (RF) had 91.4% accuracy, making it a reliable 

option for resource-constrained environments due to its faster processing time. Support Vector 

https://ijcbss.org/


International Journal of Current Business and Social Sciences | IJCBSS, Vol. 11, Issue. 3, 2025 

 

84 Page                                     https://ijcbss.org                                 ISSN: 2312-5985 

 

Machines (SVM) lagged slightly behind, especially in recall and false negative rate, making it less ideal 

for forensic scenarios where missing evidence is critical. 

AI models outperformed traditional forensic techniques by a margin of 15–20% in classification 

accuracy. Manual forensic processes required significantly more time (up to 18.5 hours per case), while 

AI-driven approaches reduced processing time to less than 3 hours. 

Data Imbalance in forensic datasets led to biased models, reducing the reliability of predictions for 

minority classes. Lack of labeled data made supervised training difficult, especially for rare cybercrime 

cases. Interpretability of complex AI models (especially CNNs) remains a concern in legal contexts. 

Computational requirements are high for deep learning models, limiting deployment in low-resource 

forensic units. 

 

5. Conclusion 

This research provides empirical evidence that AI-driven predictive analytics significantly enhance 

digital forensic processes by automating the classification, detection, and analysis of digital evidence. 

AI models, especially CNN and ANN, are highly effective in forensic investigations, with superior 

performance in detecting anomalies and classifying digital evidence. 

Predictive analytics can significantly reduce investigation time and improve the accuracy and 

completeness of cybercrime analysis. While promising, implementation challenges—including data 

scarcity, model interpretability, and computational demands—must be addressed for widespread 

adoption. The integration of AI into digital forensics holds the potential to transform forensic science, 

law enforcement practices, and cybersecurity monitoring systems. The study validates the hypothesis 

that predictive analytics using AI algorithms can bridge existing gaps in digital forensic 

investigations, especially in the face of increasing data complexity and cybercrime sophistication. 

 

5.1 Recommendations 

Based on the research findings, the following recommendations are proposed for practitioners, 

policymakers, and researchers in the fields of digital forensics, cybersecurity, and law enforcement: 

1. Adopt AI-powered forensic tools, particularly CNN-based models, for real-time evidence 

classification and intrusion detection. Use Random Forest or other lightweight models for 

quick deployment in environments with limited computational capacity. Combine automated AI 

analysis with expert validation to ensure accuracy and accountability in critical investigations. 

2. Invest in infrastructure and capacity building to support the adoption of AI in digital forensic 

laboratories. 

3. Develop national data labeling initiatives to create standardized, annotated forensic datasets 

that can be used for AI training and Formulate regulatory frameworks to ensure the ethical and 

legal use of AI in evidence handling and courtroom presentation. 

4. Conduct further research on explainable AI (XAI) to enhance the transparency of deep learning 

models in legal settings. Explore unsupervised and semi-supervised learning techniques to 

address the lack of labeled forensic data. 

5. Collaborate with cybersecurity centers to develop domain-specific datasets that reflect regional 

and national threat landscapes (e.g., Nigerian-focused cybercrime datasets). 

6. Design user-friendly AI forensic platforms that integrate visualization dashboards, real-time 

alerts, and reporting features. 

7. Prioritize model interpretability and audit trails in system design to ensure that forensic 

findings are court-admissible and understandable to non-technical users. 
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